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TÓM TẮT KHÓA LUẬN

MỞ ĐẦU

# GIỚI THIỆU

## Dẫn nhập

Tìm kiếm việc làm là một nhu cầu của tất cả mọi người. Với sự trợ giúp của các công cụ đăng tuyển trực tuyến nên các ứng viên có thể tìm kiếm các thông tin ứng tuyển nhanh và dễ dàng hơn. Tuy vậy, các công cụ này thường chứa rất nhiều thông tin việc dẫn đến quá tải. Theo thống kê ngày 22/11/2016 trang tuyển dụng Vietnamworks hiện có 8,116 đăng tuyển [1], trang careerbuider hiện có 8,895 đăng tuyển [2],... với đăng tuyển nhiều như vậy các hệ thống tìm kiếm thông thường sẽ cho ra rất nhiều kết quả khác nhau và gây ra nhiễu cho người dùng. Vì vậy xây dựng một hệ thống để thay thế hoặc hỗ trợ các hệ thống tìm kiếm thông thường sẽ mang lại nhiều lợi ích hơn cho ứng viên và nhà tuyển dụng.

Xây dựng hệ thống khuyến nghị [3] việc làm có thể giúp cho người tìm việc giảm được thời gian tìm kiếm và đem lại hiệu quả cao hơn các hệ thống tìm kiếm thông thường. Đây là đề tài được nhiều khoa học gia trên thế giới quan tâm và có một số website đăng tuyển đã đưa hệ thống khuyến nghị vào sử dụng như Linkedin, Indeed,… và ở Việt Nam cũng đã có một số hệ thống khuyến nghị tương tự. Để có thể tìm ra phương pháp khuyến nghị tốt luận văn này hướng đến xây dựng framework đánh giá các thuật toán khuyến nghị khác nhau, phục vụ cho mục đích nghiên cứu khoa học về xây dựng hệ thống khuyến nghị việc làm.

## Mục tiêu đề tài

Mục tiêu của đề tài hướng đến tìm hiểu và xây dựng một framework dựa trên các phương pháp khuyến nghị và đánh giá có sẵn phục vụ cho việc nghiên cứu hệ thống khuyến nghị. Cụ thể gồm:

* Xây dựng dataset về việc làm, hồ sơ người dùng, dữ liệu gán nhãn.
* Tìm hiểu và cài đặt các thuật toán khuyến nghị sau:
  + Lọc cộng tác.
  + Lọc nội dung.
  + Phương pháp lai.
* Tìm hiểu và cài đặt một số độ đo:
  + Precision and recall
  + NDCG
  + RMSE
  + F-Measure
  + MAP
  + MRR
* Xây dựng framework đánh giá các thuật toán khuyến nghị.

## Đối tượng nghiên cứu

* Đối tượng:
  + Các phương pháp khuyến nghị và các độ đo chuẩn.
* Phạm vi:
  + Lĩnh vực tìm kiếm việc làm.

## Bố cục của luận văn

Luận văn được bố cục theo những chương sau:

Chương 1: Giới thiệu về đề tài, nội dung nghiên cứu.

Chương 2: Trình bày định nghĩa về hệ thống khuyến nghị, các phương pháp khuyến nghị, các độ đo chuẩn. Các khó khăn và thách thức khi xây dựng hệ thống khuyến nghị.

Chương 3: Nội dung chương này sẽ trình bày về framework được xây dựng.

Chương 4: Chương này sẽ trình bày các thực nghiệm trên tập dữ liệu do nhóm tự xây dựng, cách thức tiến hành thực nghiệm và các giải thích cho kết quả thực nghiệm.

Chương 5: Ở chương cuối luận văn sẽ trình bày tóm gọn những kết quả của nhóm cũng như hướng phát triển tiếp theo.

# TỔNG QUAN VỀ HỆ KHUYẾN NGHỊ VÀ CÁC PHƯƠNG PHÁP TIẾP CẬN

## Dẫn nhập

Dựa trên mục tiêu, nội dung và đối tượng nghiên cứu, chương này sẽ trình bày một cách tổng quát về hệ khuyến nghị, các phưong pháp tiếp cận và ưu điểm, nhược điểm của từng phương pháp tiếp cận truyền thống, cùng với đó là các phương pháp để đánh giá một thuật toán khuyến nghị.

## Khái niệm hệ khuyến nghị

Hệ khuyến nghị tiếng Anh là Recommender System hay Recommendation System, là một hệ thống con của hệ thống lọc thông tin dùng để tiên đoán giá trị đánh giá hoặc yêu thích mà một người dùng dành cho một đối tượng [4].

Theo Ricci và cộng sự trong Recommender Systems Handbook [5], hệ khuyến nghị là những công cụ phần mềm và các kỹ thuật đưa ra các gợi ý về các đối tượng có thể được sử dụng bởi người dùng. Những gợi ý được đưa ra nhằm hỗ trợ người dùng của hệ thống đưa ra các quyết định chẳng hạn nên mua gì, nên nghe nhạc gì hay nên đọc tin tức gì. Hệ khuyến nghị đã chứng tỏ giá trị ý nghĩa đối với những người dùng online, giúp họ đương đầu với việc quá tải thông tin và trở thành một trong những công cụ mạnh mẽ và phổ biến nhất trong thương mại điện tử.

Theo quan điểm của luận văn, hệ khuyến nghị là một hệ thống thông minh với các thuật toán có khả năng tiên đoán được những đối tượng người dùng có thể quan tâm, nhằm mục đích giúp người dùng nhanh chóng tiếp cận được những gì mà người dùng cần.

## Phát biểu bài toán khuyến nghị

Hiện nay có nhiều nghiên cứu liên quan đã phát biểu về bài toán khuyến nghị và các khái niệm liên quan như Jannach và cộng sự [6], Adomavicius và Tuzhilin [7], Bobadilla và cộng sự [8]. này sẽ dựa và các nghiên cứu liên quan trên để trình bày một số khái niệm liên quan và phát biểu bài toán khuyến nghị.

1. Không gian người dùng [7] [9]

Không gian người dùng là tập tất cả các người dùng được quan sát bởi hệ thống để thực hiện khuyến nghị, ký hiệu:

1. Không gian đối tượng khuyến nghị [7] [9]

Không gian đối tượng khuyến nghị là tất cả các đối tượng có khả năng sẽ được hệ thống khuyến nghị cho người dùng. Tùy vào mục tiêu của mỗi hệ thống mà đối tượng khuyến nghị sẽ là gì, chẳng hạn như phim, các bài báo, nhạc… Với hệ thống mà khóa luận đang phát triển thì các đối tượng khuyến nghị chính là những việc làm đã đăng tuyển. Ký hiệu:

1. Hàm hữu ích [9]

Hàm hữu ích là một phép ánh xạ: , dùng để xác định giá trị hữu ích của đối tượng khuyến nghị với người dùng . Với là tập các giá trị hữu ích có giá trị trong một khoảng cụ thể và được sắp xếp theo thứ tự giảm dần.

**Phát biểu bài toán khuyến nghị**

Cho trước:

* Không gian người dùng
* Không gian đối tượng khuyến nghị

Tìm hàm hữu ích , xác định giá trị hữu ích của đối tượng khuyến nghị đối với người dùng . Với mỗi người dùng hệ khuyến nghị cần trả về một danh sách các đối tượng khuyến nghị có giá trị hữu ích cao nhất được sắp xếp theo thứ tự giảm dần.

Việc làm thế nào tìm được hàm hữu ích hiện nay đã có rất nhiều các phương pháp, hướng tiếp cận khác nhau. Phần tiếp theo sẽ trình bày về các phương pháp tiến cận truyền thống phổ biến nhất.

## Các phương pháp tiếp cận cơ bản

Theo Adomavicius và Tuzhilin [7], hệ khuyến nghị thường được chia thành 3 hướng tiếp cận sau dựa trên cách thức thực hiện khuyến nghị gồm: Collaborative filtering approach (tiếp cận lọc cộng tác), content based approach (tiếp cận nội dung) và hybrid (tiếp cận lai).

### Collaborative filtering approach (Tiếp cận lọc cộng tác)

Collaborative filtering approach (tiếp cận lọc cộng tác) hay viết tắt là CF, là phương pháp tiếp cận dựa trên dữ liệu hành vi, sở thích trong quá khứ của người dùng – ma trận đánh giá, ý tưởng cơ bản của CF là nếu người dùng có cùng sở thích ở quá khứ thì cũng sẽ có cùng sở thích trong tương lai.

1. Ma trận đánh giá [9]

Cho không gian người dùng và không gian các đối tượng khuyến nghị . Ma trận kích thước chứa các giá trị đánh giá với . Những giá trị đánh giá thể hiện mức độ hữu ích của đối tượng với người dùng (hay ). Giá trị có thể là nguyên hay thực trong một khoảng cố định nào đó tùy thuộc vào bài toán cụ thể. Thông thường giá trị đánh giá trong các hệ thống ứng dụng phổ biến thường từ 1 (không hữu ích) đến 5 (rất hữu ích). Nếu một người dùng chưa thể hiện đánh giá với một đối tượng thì và cần được tính toán (dấu ? trong hình 2.1)
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Hình 2.1. Dấu ? là các giá trị cần tiên đoán trong ma trận đánh giá.

Tiếp cận lọc cộng tác được xem là hướng tiếp cận phổ biến nhất và thành công nhất để xây dựng hệ khuyến nghị cho các hệ thống thương mại điện tử [9] [6]. Với rất nhiều các nghiên cứu, cài đặt và thực nghiệm đã thực hiện trước đó, CF được chia thành 2 nhóm chính gồm: CF dựa trên bộ nhớ và CF dựa trên mô hình. Trong phạm vi của đề tài, khóa luận tiến hành tìm hiểu cài đặt và thực nghiệm với các thuật toán CF dựa trên bộ nhớ.

CF dựa trên bộ nhớ dùng các kỹ thuật của thống kê để tính toán tìm người dùng hoặc đối tượng khuyến nghị tương tự từ thông tin trong ma trận đánh giá. Tiếp cận CF dựa trên bộ nhớ tìm cách ước lượng giá trị của hàm hữu ích , thể hiện cho mức độ hữu ích của đối tượng khuyến nghị đối với người dùng . Dựa trên ma trận đánh giá, CF sẽ khuyến nghị cho người dùng các đối tượng tương tự với đối tượng mà người dùng đã đánh giá trước đó (Item based) hoặc khuyến nghị các đối tượng mà những người dùng có đồng sở thích với người dùng đã đánh giá (User based).

Tiếp theo sẽ trình bày chi tiết về 2 phương pháp lọc dựa trên người dùng (User based) và lọc dựa trên đối tượng khuyến nghị (Item based).

#### Lọc dựa trên người dùng

1. Những người dùng đồng sở thích

Những người dùng đồng sở thích là những người có sở thích hay những đánh giá trong quá khứ tương tự với người dùng trên cùng những đối tượng khuyến nghị từ ma trận đánh giá. Ký hiệu là những người dùng đồng sở thích với , trong đó , , là không gian người dùng của hệ thống.

**Ý tưởng chính:** ý tưởng thực hiện của phương pháp lọc dựa trên người dùng gồm 3 bước chính: đầu tiên xác định danh sách những người dùng có cùng sở thích với người dùng hay ; Bước 2 tiến hành ước lượng giá trị hàm hữu ích của đối tượng khuyến nghị với người dùng bằng cách tổng hợp giá trị đánh giá của đối với . Bước 3 là thực hiện khuyến nghị dựa trên giá trị hàm hữu ích ước lượng được [9] [6].

**Các bước thực hiện:** các tác giả Owen và cộng sự [10] đã tiến hành cài đặt thuật toán với các bước có thể tóm gọn theo mã giả như sau:

Trong đó các phương pháp để tính độ tương tự (), làm thế nào để xác định được neighborhood và tổng hợp có trọng số giá trị đánh giá sẽ được trình bày tiếp theo.

Tính độ tương tự ()

Để tính độ tương tự giữa các người dùng, Owen và cộng sự [10] đã tiến hành cài đặt và thực nghiệm với các công thức tính độ tương tự của:

*Pearson correlation coefficient* [11]

Trong đó:

* + - N là số đối tượng khuyến nghị p mà u và cùng đánh giá
    - với là giá trị đánh giá của u cho p
    - là tổng các giá trị đánh giá của u
    - là tổng các giá trị đánh giá của
    - là tổng của bình phương các giá trị đánh giá của u
    - là tổng của bình phương các giá trị đánh giá của

***Tanimoto coefficient*** [12]

Trong đó:

* a là số đối tượng khuyến nghị u đã đánh giá
* b là số đối tượng khuyến nghị đã đánh giá
* c là số đối tượng khuyến nghị cả u và đã đánh giá

***Euclidean distance*** [13][14]

Kết quả không thuộc một khoảng cố định nên sẽ được normalized thành:

Trong đó:

* , là giá trị đánh giá của u, trên cùng 1 đối tượng khuyến nghị
* n là số đối tượng khuyến nghị mà u và cùng đánh giá
* với là tổng số đối tượng khuyến nghị

***LogLikelihood similarity*** [15]

Trong đó:

* k11 là những đối tượng khuyến nghị được u và đánh giá
* k12 là những đối tượng khuyến nghị được u đánh giá mà không đánh giá
* k21 là những đối tượng khuyến nghị được đánh giá mà u không đánh giá
* k22 là những đối tượng khuyến nghị không được cả u và đánh giá

Cách xác định TopN người dùng đồng sở thích [6] [10]

Việc xác định danh sách những người dùng đồng sở thích sẽ ảnh hưởng trực tiếp đến kết quả của hàm hữu ích, vì vậy ta cần cân nhắc để chọn danh sách TopN tốt nhất. Nếu chúng ta xem xét tất cả các người dùng đồng sở thích sẽ ảnh hưởng đến hiệu suất của việc tính toán và cũng sẽ ảnh hưởng tiêu cực đến kết quả tính toán bởi những người dùng có mức độ tương tự thấp.

Trong thực tiễn có 2 phương pháp được sử dụng phổ biến đó là lấy danh sách tất cả người dùng có độ tương tự lớn hơn một ngưỡng (threshold) nhất định hoặc lấy danh sách TopN cố định n người dùng có độ tương tự cao nhất.

Với cách thứ nhất ta có phải xem xét ngưỡng (threshold) ở mức nào là hợp lý, vì nếu chọn quá cao thì danh sách người dùng sẽ rất hạn chế (thậm chí không có), còn nếu chọn thấp quá thì danh sách này dường như không bị cắt giảm là bao so với ban đầu.

Với cách thứ 2 kích thước của tập người dùng đồng sở thích sẽ không thể bao phủ, giá trị n được chọn nếu quá cao sẽ không giới hạn được danh sách người dùng (tương tự khi chọn threshold thấp) điều này sẽ dẫn đến nhiễu dữ liệu tiên đoán, nhưng nếu chọn n quá thấp sẽ ảnh hưởng tiêu cực đến khả năng tiên đoán của hệ thống.

Phương pháp tổng hợp đánh giá

Sau khi đã tìm được danh sách người dùng có cùng sở thích và mức độ tương tự (giá trị ) ta cần tổng hợp lại để được kết quả cuối cùng của hàm hữu ích để thực hiện khuyến nghị.

Owen và cộng sự [10] đã nghiên cứu và cài đặt với công thức sau cho thư viện Mahout [16]:

Trong đó:

* + N là số người dùng có sở thích tương tự với u
  + M là số người dùng có đánh giá cho đối tượng p
  + là giá trị đánh giá của u với p trong ma trận đánh giá

#### Lọc dựa trên đối tượng khuyến nghị

Tương tự như lọc dựa trên người dùng, lọc dựa trên đối tượng khuyến nghị cũng với ý tưởng và các bước thực hiện khá giống nhau gồm 3 bước chính: đầu tiên xác định danh sách những đối tượng khuyến nghị tương tự nhất với đối tượng khuyến nghị ; Bước 2 tiến hành ước lượng giá trị hàm hữu ích của đối tượng khuyến nghị với người dùng bằng cách tổng hợp giá trị đánh giá của cho đối với . Bước 3 là thực hiện khuyến nghị dựa trên giá trị hàm hữu ích ước lượng được [9] [6].

### Tiếp cận nội dung (Content based approach)

Hướng tiếp cận dựa trên nội dung (Content based approach) [17] là một dạng đặc biệt của bài toán truy vấn và lọc thông tin [18]. Hướng tiếp cận này tìm cách khuyến nghị cho người dùng những đối tượng tương tự với những đối tượng mà người dùng quan tâm trong quá khứ [18]. Hay nói cách khác tiếp cận theo hướng nội dung trả lời cho câu hỏi sau của người sử dụng: “Hãy cho tôi biết những đối tượng tương tự với những đối tượng mà tôi thích” [18]. Các đối tượng ở đây có thể là các video ca nhạc, game, bài báo, việc làm, sản phẩm,… Ví dụ, một người thường xem những công việc liên quan đến những từ khóa như java, mysql, lập trình,… thì hệ thống đưa ra cho người đó những việc làm chứa những từ khóa liên quan mà người dùng chưa xem.

Để xây dựng một hệ thống khuyến nghị tiếp cận theo hướng nội dung chúng ta cần cung cấp cho hệ thống tập các thông tin sẵn có về đối tượng được khuyến nghị như thể loại, mô tả, tính chất, đặc điểm… và một tập dữ liệu mô tả sở thích của người dùng. Nhiệm vụ của hệ thống là “học” sở thích của người dùng và tìm ra những đối tượng có đặc điểm tương tự với sở thích của người dùng.

Độ tương tự của người dùng u và đối tượng i có thể tính bằng độ tương tự Cosine [19], khoảng cách Euclide [13], hoặc sử dụng Tanimoto [20] để tính toán. Thông thường các nghiên cứu sử dụng độ tương tự Cosine để tính toán. Công thức tính Cosine được biểu diễn như sau:

Trong đó A và B là các vector đặc trưng.

Có nhiều cách để biểu diễn nội dung của đối tượng được khuyến nghị như biểu diễn ở dạng cây, biểu diễn ở dạng văn có cấu trúc và biểu diễn văn bản phi cấu trúc. Thông thường người ta chọn phương pháp biểu diễn nội dung của đối tượng dưới dạng một vector đặc trưng [18]. Các bước để xây dựng hệ thống khuyến nghị dựa trên nội dung như sau:

* Bước 1: Biểu diễn nội dung của những đối tượng được khuyến nghị *i* dưới dạng một vector đặc trưng(feature vector) [19].
* Bước 2: Xây dựng và biểu diễn sở thích của người dùng *u* dưới dạng một vector đặc trưng.
* Bước 3: Tính toán độ tương tự cosine [20] của các đối tượng *i* thuộc tập đối đượng được khuyến nghị đối với người dùng *u*.
* Bước 4: Đưa ra *top N* những đối tượng có độ tương tự cao nhất.

Mã giả cho thuật toán:

Input: UserSet, JobSet, RatingSet

foreach(User in UserSet){

User = ModelingUserProfile(User)

}

foreach(Job in JobSet){

Job = ModelingItem(Job)

}

foreach(Job in JobSet){

JobVector = GetFeaturedVector(Job);

foreach(User in UserSet){

UserVector=GetFeaturedVector(User,GetUserRating(User, RatingSet));

Weight = Cosine(JobVector, UserVector);

If Weight is in TopN Then

AddToTopN(User,Job, Weight)

}

}

### Hybrid approach (Tiếp cận lai)

Có rất nhiều phương pháp khuyến nghị khác nhau. Mỗi phương pháp có một điểm mạnh và điểm yếu riêng. Phương pháp lai ra đời nhằm tận dụng các điểm mạnh của các phương pháp khuyến nghị khác nhau và hạn chế các điểm yếu. Phương pháp lai kết hợp kết quả khuyến nghị của các phương pháp khuyến nghị khác theo một cách nào đó nhằm đưa ra một hệ thống khuyến nghị tốt hơn. Cách tiếp cận đơn giản nhất của phương pháp này là sử dụng phương pháp lai có trọng số. Mỗi kết quả đầu ra của các phương pháp khác sẽ được kết hợp tuyến tính với nhau theo một hệ số αi . Các hệ số α này sẽ dần được hiểu chỉnh cho đến khi thu được kết quả tốt nhất.

## Các phương pháp đánh giá hệ khuyến nghị

## Các độ đo đánh giá

### Độ đo Precision

### Độ đo Recall

### Độ đo F-Measure

### Độ đo RMSE (Root Mean Square Error)

### Độ đo NDCG (Normalized Discounted Cumulative Gain)

### Độ đo MAE (Mean Average Precision)

### Độ đo MRR (Mean Reciprocal Rank)

## Khó khăn và thách thức

## Kết chương

# PHÂN TÍCH THIẾT KẾ HỆ THỐNG

## Dẫn nhập

## Xác định yêu cầu

## Phân tích yêu cầu

## Kiến trúc hệ thống

## Thiết kế dữ liệu

## Thiết kế giao diện

## Thiết kế xử lý

## Kết chương

# THỰC NGHIỆM VÀ NHẬN ĐỊNH

## Dẫn nhập

## Môi trường thực nghiệm

## Dữ liệu thực nghiệm

## Cách tiến hành thực nghiệm

## Kết quả thực nghiệm

## Nhận định về kết quả thực nghiệm

## Kết chương

# KẾT LUẬN VÀ HƯỚNG PHÁT TRIỂN

## Các kết quả đạt được

## Giá trị thực tiễn của khóa luận

## Hướng phát triển
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